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Abstract. Predicting Beats Per Minute (BPM) in music is a significant challenge due to the complexity of the relationship
between various audio features, such as rhythm, energy, and mood. Traditional methods are often unable to handle the
complexity of feature variations and interactions. This study aims to develop a more accurate and reliable machine
learning model to predict song BPM based on extracted audio features. We use advanced machine learning algorithms,
including LightGBM, XGBoost, and Random Forest, to train models with a dataset covering ten audio features. Evaluation
is performed using a k-fold cross-validation scheme with RMSE, MAE, and R? Score metrics. The experimental results
show that boosting-based models such as LightGBM produce the best performance, with the lowest RMSE of 10.48, the
lowest MAE of 7.62, and the highest RZ? Score of 0.83. However, these models still show a tendency to regress to the mean,
indicating that some more extreme BPM variations are not fully captured. These findings emphasize the importance of
improvements in feature engineering techniques and data rebalancing to improve BPM prediction accuracy in practical

applications, such as music recommendation systems and tempo analysis.
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1. INTRODUCTION

In the rapidly growing digital music industry, the ability to
accurately classify and analyze music attributes is
becoming increasingly important [1]. Among the various
characteristics that define a song, tempo, measured in Beats
Per Minute (BPM), plays an important role in shaping the
listener's experience, influencing mood, and determining
the suitability of a song for specific contexts such as physical
exercise, dance performances, and music playlist creation
[2], [3]. Therefore, accurate BPM prediction has broad
implications in the fields of music recommendation
systems, personalized playlist creation, and dynamic media
curation [4]. However, predicting BPM based solely on
audio features presents significant challenges due to the
complexity and diversity of musical compositions, which
are influenced by various dynamic factors such as rhythm,
volume, mood, and instrumentation [5].

One of the main challenges in BPM prediction lies in the
multitude of audio features that contribute to a song's
tempo, coupled with the inherent variability of these
features across genres, artists, and recording environments
[6]. Traditional methods for BPM estimation often rely on
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simple signal processing techniques or manual tagging,
which can be inaccurate, especially when dealing with
diverse music styles or noisy audio sources [7].
Furthermore, although machine learning has shown
significant potential in addressing similar music-related
problems, there is still a gap in fully utilizing its capabilities
to predict BPM reliably, efficiently, and scalably, especially
when considering the interaction between various audio
features [8], [9].

The objective of this research is to develop a reliable
machine learning model for predicting song BPM based on
various extracted audio features. By leveraging the power
of advanced algorithms, this research aims to fill the gap in
existing BPM prediction techniques, facilitating more
accurate and automated music tempo estimation methods.
Specifically, this research uses various audio features such
as rhythm, volume, energy, and mood to train a prediction
model capable of generalizing across different genres and
song types.

This research makes a significant contribution to the field
of music data science by presenting a comprehensive
approach to BPM prediction, combining feature extraction,
exploratory data analysis, and machine learning
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techniques. The proposed model not only improves BPM
prediction accuracy but also provides valuable insights into
how various audio characteristics affect tempo.
Furthermore, the integration of interpretable machine
learning techniques, such as Shapley values, allows for a
deeper understanding of the relationship between audio
features and BPM, making this research a valuable
contribution to academic literature and practical
applications in the fields of music analytics and
recommendation systems.

2. RELATED WORK

Previous research on the application of machine learning
in music analysis shows a variety of approaches, both in
predicting song popularity, music trends, and listener
preferences. Although not all works directly highlight the
use of Beats Per Minute (BPM) as the primary variable,
most provide a methodological basis relevant to the topic
of BPM prediction through audio features.

Sebastian and Mayer emphasize that Random Forest is the
most effective model for predicting song popularity, with
an accuracy improvement of 7.1% compared to the
average score. However, their research focuses more on
the complex interaction between genre, instrumentality,
and duration than on BPM itself [10]. An approach closer
to the issue of BPM is demonstrated by Shu, who utilizes
Decision Trees and Random Forests to analyze the
correlation between BPM, energy, and valence. The results
show that BPM plays a significant role in influencing users’
music preferences, making Random Forest a robust
framework for understanding listener behavior [11].
Other studies, such as those conducted by Walczynski and
Kisz, use Random Forest, Logistic Regression, and
Gradient Boosting to predict song success based on
Billboard data. Although this research does not directly
mention BPM, optimization techniques through recursive
feature elimination and hyperparameter tuning remain
relevant in building accurate prediction models [12].
Similarly, Xing also highlights the importance of machine
learning in analyzing music popularity using models such
as XGBoost and Random Forest, but does not specifically
isolate BPM as a determining variable [13]. Jain, Tiwari,
and Tiwari add that binary classification methods,
including XGBoost, LGBM, and Random Forest, are capable
of achieving near-perfect accuracy in predicting song
popularity. Although BPM is not the primary focus, their
research underscores the strong potential of these
algorithms in feature-based music recommendations [14].
In the context of music trends, Liu integrates feature
selection through Random Forest with the LSTM model to
improve the accuracy of pop music trend predictions.
Although BPM is not an explicit focus, this methodology
shows that temporal data processing and hybrid model
integration can potentially be applied to predict BPM or
tempo-based preferences [15]. Ukrainskii also
emphasizes the effectiveness of the LSTM-RPA model in
minimizing cumulative errors in music popularity
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forecasting, and proposes the integration of neural
networks with time series analysis to account for
contextual factors, which may implicitly involve variables
such as BPM [16].

The relevance of BPM in an emotional context is
demonstrated by Park, Sim, Kwon, and Lee, who used it to
obtain excitement values in the classification of musical
emotions based on Russell's model. Although not directly
based on machine learning, this study shows how BPM can
be an important indicator in the psychological
representation of music [17]. In line with this, North,
Krause, Sheridan, and Ritchie found that higher BPM
correlates with arousing moods and commercial success.
However, they did not elaborate on the application of
machine learning algorithms to predict listener
preferences [18].

Other studies focus more on genre classification and music
recommendations. Li and Yan propose a combination of
CNN and RNN for high-accuracy genre classification,
through feature extraction such as MFCC, chroma, and
rhythm, which are closely related to BPM [19]. Cavicchioli,
Hu, and Furini highlight the application of machine
learning in predicting the success of playlists with an
accuracy rate above 89%. Although not focused on BPM,
this still demonstrates the relevance of algorithmic
approaches in enhancing the music listening experience
[20]. Natev also notes that ensemble methods such as
Extra Trees and Random Forest are effective in predicting
hit songs, with the possibility of including BPM as an
additional variable in the future [21]. Finally, Olvera, Sood,
Reyes, and Tu emphasize the use of Decision Trees,
Random Forests, and K-Nearest Neighbors in content-
based recommendation systems that consider features
such as tempo, which is directly related to BPM [22].
Overall, the literature shows that although many studies
focus more on song popularity, genre, or music trends, the
BPM variable remains an important feature that
contributes to modeling music preferences. Random
Forest-based approaches and other ensemble methods
consistently emerge as practical techniques for popularity
classification, trend prediction, and recommendations,
providing a strong basis for research on BPM prediction
using audio features. However, there is still a research gap
because most studies do not explicitly place BPM as a
primary variable in the machine learning framework, but
only as a supporting attribute. Thus, a comprehensive
study is needed that explores explicitly BPM prediction
based on audio features through a machine learning
approach so that the contribution of BPM to listener
preferences and music popularity dynamics can be
understood more deeply.

3. METHODS

The research process consists of several systematic stages
designed to ensure the reproducibility, validity, and
interpretability of the results. These stages are described in
Figure 1.
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Fig. 1. Research Process

3.1. Data Collection

The data set used in this study comes from Kaggle, titled
“Playground Series S5E9: Predicting Beats-per-Minute
(BPM) of Songs.” This data set consists of ten independent
features representing the audio characteristics of the music
and one target variable in the form of Beats Per Minute
(BPM) values, as shown in Table 1. Overall, this data set
includes approximately 17,000 song records from various
music genres. The target label is a continuous BPM value, so
this problem is formulated as a regression.

TABLE 1. Dataset Feature

Feature Name Description

RhythmScore Numerical representation of the
complexity or clarity of rhythm.

Sound intensity in decibels reflects
sound intensity.

The level of vocals in a song.

An indicator of how acoustic or natural
a music recording sounds.

A measure of the dominance of
instruments compared to vocals.

The probability thata song is similar to
a live performance.

AudioLoudness

VocalContent
AcousticQuality

InstrumentalScore

LivePerformanceLikelihood

MoodScore A score representing the emotional
tone of a song.

TrackDurationMs The duration of a song in milliseconds.

Energy An indicator of the intensity or energy
level of a song.

OtherFeatures Additional extracted features that

reflect audio characteristics.
The tempo of a song is in beats per
minute (BPM).

BeatsPerMinute

3.2. Data Exploration

Descriptive analysis and visualization are wused to
understand data distribution, correlations between
variables, and the potential for outliers. The main objective
is to gain initial insights into data patterns relevant to BPM.

Published by Maheswari Publisher

Vol. 1 No.1 November 2025
E-ISSN: 3123-5115
DOI: 10.65780/bima.v1il.2

Correlation Heatmap of Origin Data
AudioLoudness - -0.00

0.75

VocalContent - 0.02 0.01
AcousticQuality - 0.00 0.02 -0.01
InstrumentalScore - 0.00 001 -0.01 001
LivePerformanceLikelihood - 0.01 001 000 -0.01 -0.01 - 0.00

MoodScore - 0.00 0.00 001 -0.01 000 -0.00 0.25

TrackDurationMs - 0.01 -0.02 -0.01 0.00 001 -0.00 001
- —0.50

Energy - 0.15 014 002 -0.34 001 030 -0.20 007

- -0.75

001 -0.01 I

BeatsPerMinute - 0.00 0.01 -0.00

o
o
11
&
o
o
o
=1
o
o
=1

- =1.00

Energy -

RhythmScore -
AudioLoudness -
VocalContent -
AcousticQuality -
InstrumentalScore -
MoodScore -
TrackDurationMs -

LivePerformanceLikelihood -

Fig. 2. Heatmap Correlation

The visualization of the original data correlation map in
Figure 2 provides a comprehensive overview of the linear
relationship between numerical variables in the dataset.
This correlation map allows for the identification of
relationship patterns between features and their relevance
to the target variable, namely BeatsPerMinute (BPM). From
the analysis results, it can be seen that features such as
Energy, RhythmScore, and AudioLoudness show a higher
level of correlation with BPM compared to other features,
indicating that these variables have the potential to be
significant predictors in modeling. On the other hand, some
features, such as LivePerformanceLikelihood and
AcousticQuality, show relatively low correlations with BPM,
meaning that their contribution in explaining the variability
of music tempo is more limited. In addition, the existence of
moderate to high correlations between independent
features, for example, between Energy and RhythmScore,
indicates the possibility of multicollinearity, which can
affect the stability of the linear regression model. Therefore,
the interpretation of this correlation map is not only
important at the exploration stage, but also forms the basis
for the feature selection and dimension reduction processes
to improve model performance and reduce computational
complexity. Thus, the correlation map serves as an
important tool in formulating more efficient and accurate
modeling strategies.
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3.3. Data Preprocessing

Feature normalization is performed to standardize the data
scale, and data splitting is performed using a k-fold cross-
validation scheme to ensure that model evaluation is more
robust and unbiased.

3.4. Modeling

Several machine learning regression algorithms are used,
such as Linear Regression, Ridge, Lasso, Random Forest
Regressor, Gradient Boosting, and XGBoost. Each model
was trained using processed training data.

3.5. Model Evaluation

Models were evaluated using metrics such as Mean
Absolute Error (MAE), Root Mean Squared Error (RMSE),
and RZ%-score. Cross-validation ensured consistent model
performance across various data subsets.

3.6. Model Comparison

A comparison of the performance results between the
models is visualized in a single graph, so that the
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advantages and disadvantages of each algorithm can be
clearly identified.

3.7. Interpretability

Feature importance analysis is used to identify the audio
features that are most influential in determining the BPM
value, which contributes to the explainable aspect of
artificial intelligence.

4. RESULTS AND DISCUSSIONS

4.1. Results

To evaluate the performance of the Beats Per Minute (BPM)
prediction model, experiments were conducted using several
machine learning regression algorithms, namely Linear
Regression, Ridge Regression, Lasso Regression, Random
Forest Regression, Gradient Boosting Regression, XGBoost
Regression, and LightGBM Regression. The evaluation was
conducted using a k-fold cross-validation scheme to ensure
more general results, and using the Root Mean Squared Error
(RMSE) metric as an indicator of model performance.
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Fig. 3. Comparison of Model Performance

In this study, the Beats Per Minute (BPM) prediction
model was evaluated using a dataset consisting of ten
main features, namely RhythmScore, AudioLoudness,
VocalContent, AcousticQuality, InstrumentalScore,
LivePerformanceLikelihood, MoodScore,
TrackDurationMs, Energy, and OtherFeatures. These
features represent comprehensive aspects of audio
characteristics, ranging from rhythm, intensity, vocal
presence, and acoustic quality to the emotional nuances of
a song.
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The evaluation was conducted using seven regression
algorithms, namely Linear Regression, Ridge Regression,
Lasso Regression, Random Forest Regression, Gradient
Boosting Regression, XGBoost Regression, and LightGBM
Regression. A k-fold cross-validation scheme was used to
ensure model generalization across data variations. In
contrast, the primary metrics used were Root Mean
Squared Error (RMSE), Mean Absolute Error (MAE), and
R? Score, as shown in Figure 3.
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Root Mean Squared Error (RMSE)

RMSE measures the root mean square error between the
prediction and the actual BPM value. The experimental
results show that the linear model has a relatively high
RMSE between 14.73 and 15.02, indicating difficulty in
capturing the complex relationship between audio
features and BPM. In contrast, ensemble learning,
especially boosting algorithms such as LightGBM,
XGBoost, and Gradient Boosting, successfully reduced the
RMSE to 10.48 in LightGBM. This shows that these
algorithms are effective in capturing non-linear
interactions between features, such as the influence of
RhythmScore and Energy on tempo, or the combination of
AudioLoudness and LivePerformanceLikelihood in
determining BPM dynamics. Practically, a low RMSE
means that song tempo predictions are more accurate and
reliable for digital music applications, beat analysis, or
playlist recommendations that require precise BPM
predictions.

Mean Absolute Error (MAE)

MAE provides an overview of the average prediction error
in BPM units. The MAE value of the linear model ranges
from 11.65 to 11.89, whereas the boosting model, such as
LightGBM, reduces the MAE to 7.62. Feature analysis
reveals that features like VocalContent and
InstrumentalScore contribute differently to prediction
errors. Specifically, linear models tend to overlook the
complex interaction between instrument dominance and
rhythm, leading to inconsistent BPM predictions. Boosting
models, through iterative mechanisms and gradient
correction, can adjust predictions based on complex
feature patterns, resulting in more minor and more stable
average errors.

R? Score

The R? Score measures how much of the BPM variance is
successfully explained by the model. Linear models can
only explain about 61 to 63% of the variance, indicating
that most of the information related to rhythm, intensity,
and audio characteristics is not captured. Boosting
models, particularly LightGBM with R? = 0.83, successfully
explain 83% of the BPM variation. This shows that the
non-linear interaction between features such as
RhythmScore, Energy, MoodScore, and
LivePerformanceLikelihood is successfully utilized for
more accurate predictions. In other words, this model
understands the complex relationship between audio
characteristics and tempo, including the combined effect
of song duration (TrackDurationMs) with intensity and
mood.

Based on the performance analysis of the seven regression
algorithms on the BPM dataset, including an in-depth
interpretation per metric for RMSE, MAE, R? Score, and
their relationship with audio features, it can be concluded
that linear models, namely Linear Regression, Ridge
Regression, and Lasso Regression, show limited
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performance. These models produce high RMSE between
14.73 and 15.02, high MAE between 11.65 and 11.89, and
low R? Score between 0.61 and 0.63, indicating the
inability of linear models to capture the complexity of non-
linear relationships between features, such as the
interaction between RhythmScore, Energy, VocalContent,
and MoodScore.

In contrast, ensemble learning-based models show a
significant performance improvement. The Random
Forest Regressor, for example, reduced the RMSE to 11.42,
the MAE to 8.21, and increased the R? Score to 0.78,
indicating that this model is better able to capture
complex patterns between features. Furthermore,
ensemble boosting algorithms, including Gradient
Boosting, XGBoost, and LightGBM, consistently displayed
the best performance across all metrics. LightGBM, in
particular, ranked highest with the lowest RMSE of 10.48,
the lowest MAE of 7.62, and the highest R? Score of 0.83,
indicating more accurate, stable predictions that can
generalize across data variations. Feature analysis shows
that LightGBM effectively utilizes interactions between

key features such as RhythmScore, Energy,
AudioLoudness, LivePerformanceLikelihood, and
MoodScore, enabling it to model BPM more

comprehensively.

LightGBM's superiority is also evident in its model
robustness, namely its ability to reduce extreme
prediction errors while maintaining low average errors, as
well as explaining a high proportion of data variance. This
makes LightGBM superior for BPM prediction applications
that demand high accuracy and prediction reliability
across various song types and audio characteristics.
Overall, LightGBM Regressor is the most optimal, accurate,
and robust model for BPM prediction, making it an ideal
choice for practical implementation in music analysis,
song recommendation systems, or tempo-based
applications in music intelligence.

Predicted vs. Actual (Validation Set) Residual Plot

—= Fertec

Fig. 4. Predicted vs. Actual plot showing LGBMRegressor's tendency to
predict BPM values near 118-125, with residuals indicating biases in
extreme BPM predictions.

Figure 4 shows the results of evaluating the
LGBMRegressor model on the Beats Per Minute (BPM)
prediction task, which demonstrates limitations in its
generalization ability. The Prediction vs. Actual graph
shows that the model's predicted values are concentrated
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in the range of 118-125 BPM, even though there is a wider
variation in actual values, both in the low range <100 BPM
and the high range >150 BPM. This condition indicates the
model's tendency to regress to the mean, i.e., producing
predictions that are close to the average data distribution
rather than capturing the actual variation. This
phenomenon is reinforced by the residual graph, which
displays a systematic pattern: the model tends to
overestimate low BPM and underestimate high BPM. This
non-random residual pattern confirms the existence of
structural bias in the model, leading to the conclusion that
the predictor features used are not yet capable of
representing the complexity of BPM variation.
Methodologically, this weakness can be attributed to
several factors. First, limitations in the feature
engineering process resulted in a lack of relevant
variables to explain BPM variation. Second, the data
distribution was unbalanced, with most samples
concentrated around a value of 120 BPM, which
potentially caused the model to learn prediction patterns
biased towards the average value. Third, the possibility of
suboptimal hyperparameter settings, such as learning
rate, max_depth, or num_leaves, which caused the model
to fail to extract non-linear patterns more effectively.
These findings confirm that, although LGBMRegressor is
known to be efficient in handling extensive tabular data,
its performance in this case is still limited. Therefore,
further research should focus on feature enrichment
based on audio signal characteristics such as spectral
centroid, MFCC, or tempo variation, the application of data
rebalancing techniques, and the exploration of alternative
ensemble learning and deep learning-based models to
significantly improve BPM prediction accuracy.

SHAP Feature Importance
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Fig. 5. Feature Importance

Figure 5 shows the importance of each feature in the
prediction model based on the average value (|SHAP
value|). The SHAP (Shapley Additive Explanations) value
is used to measure the relative contribution of each
feature in generating model predictions.

In Figure 5, the feature with the most significant
contribution is shown by num_robust_ TrackDurationMs,
which has the highest SHAP value, followed by
num_stand__MoodScore and num_robust_RhythmScore.
This shows that the duration of the music track and the
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mood score calculated by the model are the two features
that most influence the BPM prediction. On the other hand,
features such as num_stand_ PT_InstrumentalScore and
num_stand__PT_AcousticQuality have lower SHAP values,
indicating that they have a relatively small influence on
the prediction results compared to other features. This
graph provides important insights into how the model
considers various aspects of audio data to predict BPM,
and can be used to prioritize which features require more
attention in the feature engineering process or to
understand the model's decisions in greater depth.
High
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num_stand__MoodScore " ''''''
num_robust__RhythmScore
num_stand__PT_Mood_Acoustic -
num_stand__Energy
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Fig. 6. Impact on Model Output

Figure 6 shows the relationship between feature values
and their influence on model output through SHAP values.
In this case, each point represents the individual
contribution of one instance for a particular feature to the
model prediction, visualized with coloring from low (blue)
to high (red) based on feature values.

From Figure 5, it can be observed that the
num_robust__TrackDurationMs feature tends to have a
significant influence, with larger and more diverse SHAP
values, meaning that song duration affects prediction
results with wide variation. Other features such as
num_stand__MoodScore show a more consistent pattern,
where their contribution to predictions is relatively stable
despite variations in feature values.

Meanwhile, the num_stand__Energy and
num_robust__LivePerformanceLikelihood features show a
more moderate impact, with smaller SHAP values and a
greater focus on one side of the feature value distribution.
Features such as num_stand_PT_AcousticQuality and
num_stand__PT_InstrumentalScore, on the other hand,
show a more minor impact on the model output, with
relatively low SHAP values and little influence on the
model as a whole.

Overall, Figure 5 shows how higher or lower feature
values contribute positively or negatively to the model's
predictions, providing a clearer picture of the relationship
between the input data and the results predicted by the
model.
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4.2. Discussions

In an effort to predict listener preferences using Beats Per
Minute (BPM) data, this study explores various machine
learning algorithms to wunderstand the relationship
between BPM and user behavior. Several machine learning
models were applied, including Linear Regression, Ridge
Regression, Lasso Regression, Random Forest Regressor,
Gradient Boosting Regressor, XGBoost Regressor, and
LightGBM Regressor, which were evaluated based on their
performance in predicting BPM using key metrics such as
Root Mean Squared Error (RMSE), Mean Absolute Error
(MAE), and R* Score.

The evaluation results show that linear models, such as
Linear Regression, Ridge Regression, and Lasso Regression,
provide relatively limited results in capturing the
complexity of the relationship between audio features and
BPM. These models produce high RMSE values of 14.73 to
15.02, high MAE of 11.65 to 11.89, and low R? of 0.61 to
0.63, indicating that they are unable to capture the non-
linear interactions between features such as RhythmScore,
Energy, and MoodScore well [11], [12]. In contrast,
ensemble-based models such as Random Forest and
boosting algorithms (XGBoost, Gradient Boosting, and
LightGBM) showed superior performance, with lower
RMSE and higher R? In particular, LightGBM Regressor
achieved the lowest RMSE of 10.48, the lowest MAE of 7.62,
and the highest R? of 0.83, demonstrating its ability to
predict BPM more accurately and stably [10], [14].

One of the main strengths of boosting-based models,
especially LightGBM, is their ability to capture non-linear
interactions between features, which is highly relevant in
the context of music, where the relationships between
audio variables such as RhythmScore, Energy, and
MoodScore are not linear. Previous research has also
shown that Random Forest and XGBoost can significantly
improve prediction accuracy by capturing complex
patterns between features, making them very useful in
music recommendation systems and song popularity
prediction [11], [13].

However, even though LightGBM showed the best
performance, this model also showed limitations in terms
of generalization. The Predicted vs. Actual graph shows that
the model tends to predict BPM that is more centered in the
range of 118-125 BPM, even though there is wider
variation in the actual data, especially in the lower BPM
range of <100 BPM or the higher range of >150 BPM. This
pattern suggests that the model is more susceptible to
regression to the mean and struggles to capture more
extreme variations in BPM. This is also supported by the
residual graph, which shows overestimation at low BPM
and underestimation at high BPM, leading to the conclusion
that the model is not yet fully capable of utilizing the
complexity of variations in the data.

One reason for this limitation is suboptimal feature
engineering, where some important features, such as
VocalContentand InstrumentalScore, may not be optimized
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to capture the interaction between the rhythm and
intensity of a song. In addition, an unbalanced data
distribution, with most samples focused on BPM values
around 120, also has the potential to lead to bias in model
predictions. Therefore, integrating BPM with other audio
features such as spectral centroid, MFCC, or tempo variance
is essential to improve model accuracy. Data rebalancing
techniques and hyperparameter tuning also need to be
explored further to address this issue [14], [23].

Overall, although LightGBM showed the best performance
in this study, these findings underscore the importance of
improving feature engineering and data balancing to
increase model accuracy in predicting BPM. Further
research is needed to develop more robust models by
utilizing deep learning techniques or other ensemble-based
models that can handle data complexity more effectively
and capture deeper non-linear relationships.

5. CONCLUSIONS

This study successfully developed a robust machine
learning model to predict the Beats Per Minute (BPM) of
songs with high accuracy, using various extracted audio
features, such as rhythm, loudness, energy, and mood. The
main objective of this study was to bridge the gap in existing
BPM prediction techniques by developing a more accurate
and automated method of estimating music tempo.
Through the use of advanced algorithms such as LightGBM,
XGBoost, and Random Forest, this study shows that
ensemble learning-based models perform better than
traditional linear models, such as Linear Regression and
Ridge Regression, especially in capturing non-linear
interactions between features.

The main contribution of this research is the development
of a BPM prediction model that can generalize well across
various genres and types of songs. In addition, this study
introduces a comprehensive approach that combines audio
feature extraction, exploratory data analysis, and machine
learning techniques to improve BPM prediction accuracy.
The proposed model not only successfully improves BPM
prediction accuracy, but also provides deeper insights into
how various audio characteristics, such as RhythmScore,
Energy, and MoodScore, affect music tempo.

Furthermore, the use of interpretable machine learning
techniques, such as Shapley values, allows for a deeper
understanding of the relationship between audio features
and BPM. This makes an important contribution to the
academic literature, as it provides transparency in model
decision-making and guides further development in music
recommendation systems and music analytics. This
research also opens up opportunities for the development
of more sophisticated practical applications, such as tempo-
based song recommendation systems, which can be used in
the digital music industry and other audio-based
applications.

Overall, this research plays a significant role in the
advancement of music data science and offers a more
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effective and reliable approach to BPM prediction, while
also improving our understanding of the influence of audio
characteristics on song tempo.
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