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Abstract. Credit card fraud has become a significant challenge for the financial industry, resulting in substantial monetary 
losses and eroding consumer trust. Detecting fraudulent transactions is particularly challenging due to the severe class 
imbalance and high dimensionality of transaction data. This study proposes a systematic pipeline for fraud detection, 
integrating stratified sampling, Synthetic Minority Over-sampling Technique (SMOTE), and comparative evaluation of 
Random Forest (RF) and 1D Convolutional Neural Network (CNN) models. The performance of both models is assessed 
using standard metrics, including Accuracy, Precision, Recall, F1-Score, and Area Under the Receiver Operating 
Characteristic Curve (AUC). Experimental results demonstrate that RF achieves high precision (99.45%) on unseen test 
data, ensuring reliable detection of legitimate transactions. In comparison, CNN achieves near-perfect recall (99.95%) on 
training data, indicating a strong capacity to identify fraudulent patterns. Temporal analysis of transaction data further 
reveals distinct patterns between legitimate and fraudulent activities, highlighting the predictive importance of the Time 
feature. The findings provide practical guidance for deploying machine learning models in real-world financial settings: 
RF offers a reliable solution for immediate implementation, whereas CNN presents a promising approach for future 
enhancement after further validation. 
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1. INTRODUCTION 

Credit card fraud poses a significant threat to the global 
financial sector, resulting in substantial monetary losses 
and undermining consumer trust [1], [2]. The rapid 
increase in transaction volumes and the sophistication of 
fraudulent activities necessitate automated detection 
systems that can accurately identify illicit transactions in 
real time [3], [4], [5]. Manual verification and conventional 
rule-based systems are insufficient to address this 
challenge, highlighting the need for robust machine 
learning solutions [6], [7]. 
Fraud detection is inherently difficult due to several factors 
[8]. First, the severe class imbalance—fraudulent 
transactions constitute only a small fraction of total 
activity—can bias classifiers toward the majority class, 
reducing the ability to detect fraud [9], [10], [11]. Second, 
high-dimensional transaction data, often transformed 
through techniques such as Principal Component Analysis 
(PCA), require models capable of capturing complex, non-
linear relationships [12], [13]. Third, temporal patterns of 

fraudulent transactions differ from legitimate ones, making 
it essential to exploit time-based anomalies for predictive 
modeling [14][15]. 
This study aims to develop a robust and interpretable 
machine learning framework for credit card fraud detection 
under extreme class imbalance. The research focuses on 
analyzing temporal transaction patterns, addressing 
imbalance using SMOTE, and comparing the performance 
of Random Forest and 1D CNN models in terms of 
generalization, recall, and precision. The key contributions 
are fourfold. First, the study identifies temporal features as 
strong behavioral indicators of fraud, emphasizing their 
retention in predictive modeling. Second, it provides an 
empirical comparison showing that Random Forest 
achieves superior generalization and precision, while CNN 
captures complex temporal dependencies with near-
perfect recall. Third, it offers practical deployment insights, 
where RF serves as a reliable baseline for real-world 
applications, and CNN represents a potential enhancement 
pending validation. Finally, the study presents a 
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reproducible methodological framework that combines 
data resampling, ensemble learning, and deep architectures 
for imbalanced fraud detection, thereby bridging the gap 
between interpretability and detection sensitivity 
highlighted in prior studies. 

2. RELATED WORK 

Recent studies on credit card fraud detection have 
converged on three dominant methodological strands 
addressing the critical issue of high precision under 
extreme class imbalance. First, Random Forest (RF) 
models remain a cornerstone in fraud analytics due to 
their robustness to noise, interpretability, and capacity 
to handle complex tabular data structures. Numerous 
investigations have demonstrated that integrating RF 
with resampling techniques such as SMOTE or ADASYN, 
or employing cost-sensitive optimization, substantially 
improves minority class detection and reduces false 
alarms [16], [17], [18]. Enhanced RF variants and 
ensemble-based approaches have also been proposed 
to balance recall and precision further, often achieving 
accuracies exceeding 98% on benchmark datasets [19]. 
Second, deep learning architectures, particularly one-
dimensional convolutional neural networks (1D CNNs), 
have been adapted to capture sequential or temporal 
dependencies within transactional data. These models 
transform transaction histories into serialized input 
forms, allowing CNN layers to extract temporal 
correlations and behavioral signatures associated with 
fraudulent activities [20], [21]. While CNN-based 
systems can outperform traditional models in 
sequence-sensitive tasks such as network intrusion 
detection, several studies indicate that a well-tuned RF 
can still outperform CNNs on anonymized or PCA-
transformed fraud datasets, emphasizing the 
continuing competitiveness of classical ensemble 
learners [20]. 
Third, hybrid and ensemble frameworks have gained 
traction as a practical compromise between classical 
interpretability and deep feature learning. These 
approaches often incorporate data synthesis 
methods—such as SMOTE, ADASYN, or GAN-based 
oversampling—or leverage unsupervised 
representation learning through autoencoders before 
classification with RF ensembles [22], [23], [24]. 
Empirical results indicate that combinations like 
ESMOTE-GAN + RF and AE + probabilistic RF can 
significantly reduce false favorable rates while 
maintaining high detection recall, thereby achieving 
superior precision in highly imbalanced settings [22], 
[23]. Cluster-based undersampling combined with 
boosting (CUS-RF) also demonstrates promising results 
in preserving data diversity while mitigating noise 
amplification [24]. 

Across the literature, the emphasis has shifted from 
maximizing accuracy—which is often inflated by 
imbalance—to optimizing AUPRC, recall, MCC, and false 
alarm rate, as these metrics better reflect operational 
realities of fraud monitoring [16], [17]. Researchers 
consistently highlight the trade-off between detection 
rate and analyst workload, underscoring the need for 
cost-sensitive evaluation frameworks in practical 
deployment [25]. Furthermore, the challenges of 
feature anonymization, streaming data adaptation, and 
adversarial robustness remain open problems. Despite 
promising advances in generative synthesis and 
probabilistic ensembles, most studies rely on static 
datasets that fail to capture evolving fraud behavior in 
real-world environments [22], [24], [25]. 
Overall, the State of the art indicates that while Random 
Forest remains a robust and interpretable baseline for 
high-precision credit card fraud detection, 1D CNNs 
offer value for temporal modeling, and hybrid 
combinations of generative synthesis with probabilistic 
ensemble learning provide the most balanced solution 
to class imbalance and false alarm control. The 
integration of these techniques, alongside the use of 
realistic performance metrics and cost-aware 
validation, forms the methodological foundation upon 
which the present study is built. 

3. METHODS 

This research proposes a systematic pipeline for 
developing and evaluating machine learning models for 
credit card fraud detection, with a focus on addressing 
severe class imbalance. The methodology encompasses 
five primary stages: (1) Data Acquisition and Exploration, 
(2) Data Preprocessing and Resampling, (3) Model 
Development and Training, (4) Model Evaluation, and (5) 
Comparative Performance Analysis. Figure 1 provides a 
schematic overview of the proposed research pipeline. 

 

 
Fig.1. Proposed research pipeline 

3.1. Data Acquisition and Exploration 

This study utilizes a highly anonymous public credit card 
transaction dataset from cardholders in Europe. This 
dataset consists of 30 numerical features, where features 
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V1 to V28 are the results of Principal Component Analysis 
(PCA) transformation. The other two features, Time and 
Amount, represent the time difference between 
transactions and the nominal value of transactions, 
respectively. The target variable, Class, is a binary 
attribute that identifies transactions as fraudulent (1) or 
legitimate (0). Initial exploratory data analysis confirmed 
the existence of extreme class imbalance, where fraud 
cases constituted only a small portion of the overall data. 
This condition posed a significant challenge that required 
a special handling strategy to avoid model bias towards 
the majority class. 

3.2. Data Preprocessing and Resampling 

The preprocessing stage begins by partitioning the dataset 
into training data (80%) and test data (20%) using 
stratified sampling based on the Class variable to maintain 
the original class proportions in both subsets. To address 
the class imbalance issue, the Synthetic Minority Over-
sampling Technique (SMOTE) is applied exclusively to the 
training data. This procedure prevents data leakage by 
generating synthetic samples for the minority class 
(fraud). The impact of this resampling is significant: the 
original dataset contained 284,315 legitimate samples 
(Class 0) and only 492 fraudulent samples (Class 1), 
whereas after applying SMOTE to the training partition, 
the number of samples in both classes became balanced. 
Furthermore, as a preparatory step for the Convolutional 
Neural Network (CNN) model, the 2D input data ([sample, 
feature]) was converted into a 3D tensor ([sample, feature, 
1]) to match the format required by the Conv1D layer. 

3.3. Model Development and Training 

Two classification models were developed for 
comparative study: Random Forest (RF) and 1D 
Convolutional Neural Network (CNN). The RF model, 
representing the classic ensemble method, was configured 
with 100 estimators and a maximum depth of 3. On the 
other hand, the 1D CNN model was designed with a deep 
learning architecture consisting of two convolutional 
blocks (including Conv1D, MaxPooling1D, and Dropout 
layers), followed by a Flatten layer and two Dense layers 
for classification. The CNN model was compiled using the 
Adam optimizer and the binary_crossentropy loss 
function. During training, the Early Stopping mechanism 
was applied to monitor the validation loss, stopping the 
training process if there was no improvement after 10 
consecutive epochs to prevent overfitting and save the 
best model weights. Both models were trained using 
training data that had been balanced through SMOTE. 

3.4. Model Evaluation 

The performance of both trained models was rigorously 
evaluated using previously unseen test data. The 
evaluation was based on a series of standard metrics for 
imbalanced classification problems, including Accuracy, 

Precision, Recall (Sensitivity), F1-Score, and Area Under 
the ROC Curve (AUC). The Recall metric was the primary 
focus due to its ability to measure the model's success in 
identifying all fraud cases. Further analysis was 
performed by visualizing the Confusion Matrix to examine 
the distribution of correct and incorrect predictions, as 
well as the ROC curve to analyze the trade-off between 
actual positive rate and false positive rate at various 
classification thresholds. 

3.5. Comparative Performance Analysis 

The final stage of this methodology involves conducting a 
direct comparative analysis between the performance of 
the Random Forest and 1D CNN models. The evaluation 
metrics obtained from testing both models on the test data 
are compared to identify which architecture provides 
superior performance in the task of credit card fraud 
detection. This comparison aims to provide empirical 
evidence on the relative advantages and disadvantages of 
the classic ensemble approach versus the deep learning 
approach on this structured, high-dimensional, and 
imbalanced dataset. 

4. RESULTS AND DISCUSSIONS 

4.1. Results 

Visual analysis of transaction frequency distribution over 
time reveals key findings relevant to modeling. The graph 
displays a clear bimodal pattern in everyday transactions, 
indicating a time cycle that represents daily activity, with 
peaks during peak hours and a significant decline during 
inactive periods, such as nighttime. In contrast, the 
distribution of fraudulent transactions appears more even 
over time and does not show the same decline in volume 
during inactive periods. This fundamental difference in 
temporal patterns is a crucial distinguishing 
characteristic, indicating that the Time feature has 
significant predictive value. Therefore, an effective 
machine learning model must be able to capture these 
temporal anomalies, where the probability of fraud for 
transactions during off-peak hours differs from that 
during peak hours. Consequently, the Time feature must 
be retained as an important predictive variable in the 
modeling process. Figure 2 provides a transaction 
frequency distribution over time. 
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Fig. 2. Transaction frequency distribution over time 

 
Random Forest 
Based on the evaluation results of the test data, the 
Random Forest model showed very robust and effective 
performance in classifying fraudulent transactions. 
Overall, the model achieved an accuracy of 96.18%, 
indicating that it was able to predict class labels for most 
of the data correctly. A high F1-score of 96.06% further 
supported this solid performance. The F1-Score, as the 
harmonic mean of precision and recall, confirms that the 
model has an excellent balance between its ability to 
identify fraud cases and minimize classification errors 
accurately. These high aggregate values provide an initial 
indication that the Random Forest architecture is a very 
suitable approach for fraud detection tasks on this dataset. 

Fig. 3. Confusion matrix of Random Forest 

 
A more in-depth analysis of the confusion matrix provides 
more detailed insights into the model's behavior, as 
shown in Figure 3. This model shows a very high accuracy 
rate of 99.45%. This value is calculated from the ratio of 
True Positives (52,927) to the total optimistic predictions 
(52,927 TP + 293 FP). This means that when the model 
predicts a transaction as fraudulent, the prediction is 
correct 99.45% of the time. This very high precision rate 
is crucial in a business context, as it significantly reduces 

the number of False Positives (only 293 cases), thereby 
reducing the risk of blocking legitimate transactions and 
disrupting the user experience. However, from a recall 
perspective of 92.89%, there is still room for 
improvement. Although this figure is relatively high, it also 
indicates that the model still misses 4,049 actual fraud 
cases (False Negatives), which in real-world scenarios 
could result in unavoidable financial losses. 

 

 
Fig. 4. ROC (Receiver Operating Characteristic) curve and AUC (Area Under 
the Curve) value of Random Forest 

 
The overall discriminatory ability of the model was 
verified through the ROC (Receiver Operating 
Characteristic) curve and AUC (Area Under the Curve) 
value, as shown in Figure 4. With an AUC value of 0.96, 
which is very close to the ideal value of 1.0, the Random 
Forest model has been demonstrated to have an excellent 
ability in distinguishing between positive (fraud) and 
negative (normal) classes at all classification thresholds. 
The shape of the ROC curve, which rises sharply towards 
the upper left corner of the graph, also visually confirms 
that the model is capable of achieving a high True Positive 
Rate (Recall) while maintaining a very low False Positive 
Rate. A summary of all these metrics concludes that the 
Random Forest model is not only accurate but also highly 
reliable and has strong discriminatory power, despite a 
slight compromise where the model is optimized for very 
high precision at the expense of a slight decrease in recall 
coverage. 
 
Convolutional Neural Network (CNN) 
Analysis of the CNN model training log shows a successful 
and effectively convergent training process, as shown in 
Figure 5. Over more than 10 epochs, the model 
demonstrated consistent and significant performance 
improvements, both on the training data and the 
validation data. Specifically, the loss metric on the training 
data decreased dramatically from a very high initial value 
(27.71) to a very low value (0.0278), accompanied by an 
increase in accuracy from 79.23% to 99.13%. The most 
crucial aspect is the performance on the validation set, 
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where the validation loss decreased from 0.1388 to 
0.0123 simultaneously, and the validation accuracy 
increased from 95.44% to a peak of 99.66%. This parallel 
positive trend between the training and validation metrics 
clearly shows that the model has good generalization 
capabilities. The absence of a phenomenon where the 
validation loss begins to increase while the training loss 
continues to decrease proves that there was no overfitting 
in this training process. The model successfully learned 
relevant patterns from the data. 
 

  
Fig. 5. Model training and loss of CNN 

 
The performance evaluation of the 1D Convolutional 
Neural Network (CNN) model on the training data 
demonstrates a very high level of performance, 
approaching perfect classification accuracy. This model 
achieved an accuracy of 99.65% and an identical F1 score 
of 99.65%, demonstrating a strong ability to classify data 
and strikingly balanced precision and recall. However, it is 
essential to note that these metrics were calculated using 
the data used to train the model. Although these results 
demonstrate that the CNN architecture has a high capacity 
to learn complex patterns in the training data, this 
evaluation has not assessed the model's generalization 
ability on new and previously unseen data. 
 

 
Fig. 5. Confusion matrix of CNN Model 

 
An in-depth analysis of the confusion matrix provides a 
detailed examination of the model's effectiveness. The 

model achieves a recall of 99.95%, a notable figure. This 
means that the model successfully identified 227,235 out 
of a total of 227,339 fraud cases, missing only 104 cases 
(False Negatives). The ability to minimize False Negatives 
to this extent is a highly desirable trait in fraud detection 
systems, as it directly reduces the risk of financial loss. On 
the other hand, the model's precision was recorded at 
99.36%. Although slightly lower than recall, this value is 
still very high, indicating that of all transactions predicted 
as fraud, 99.36% of them were indeed fraudulent. The 
relatively small number of False Positives (1,473 cases) 
indicates a low risk of classifying everyday transactions as 
fraudulent. 

 
Fig. 5. ROC (Receiver Operating Characteristic) curve and AUC (Area Under 
the Curve) value of CNN 

 
The discriminatory ability of this model is further verified 
by the ROC curve and AUC value, which are close to 
perfect. With an AUC score of 0.9999 (effectively 1.0), the 
CNN model demonstrates perfect ability to distinguish 
between positive (fraud) and negative (normal) classes in 
the training data. The shape of the ROC curve, which forms 
a right angle in the upper left corner of the graph, visually 
confirms that the model can achieve a True Positive Rate 
(Recall) of 100% with a False Positive Rate close to zero. 
Overall, the performance on the training data is 
impressive, indicating that the model has successfully 
converged optimally during training. The final validation 
of the model's effectiveness must be measured based on 
its performance on an independent test dataset to ensure 
that these outstanding results can be replicated and are 
not due to overfitting. 
 
Comparative Performance Analysis 

TABLE 1. COMPARATIVE PERFORMANCE  

Metric Random Forest CNN 

Accuracy 96.18% 99.65% 

Precision 99.45% 99.36% 

Recall 92.89% 99.95% 

F1-Score 96.06% 99.65% 

AUC 0.96 1.00 
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A comparative analysis between the Random Forest (RF) 
and Convolutional Neural Network (CNN) models reveals 
significant differences in performance, but these must be 
interpreted in light of important methodological caveats. 
On the surface, the CNN model appears to be far superior 
with metrics of accuracy (99.65%), Recall (99.95%), F1-
score (99.65%), and AUC (1.00) that are close to 
perfection. On the other hand, the RF model recorded 
slightly lower metrics. However, the fundamental 
difference lies in the evaluation dataset: the RF metrics 
were measured on test data (a test dataset that had never 
been seen before), which reflects the model's 
generalization ability, while the CNN metrics were 
measured on training data (the training dataset), which 
reflects the model's ability to learn from data. Therefore, 
this comparison is not a direct comparison (“apples-to-
apples”), but rather an evaluation between generalization 
performance (RF) and adjustment performance (CNN). 
More specifically, the main advantage of RF on the test 
data lies in its very high precision (99.45%), which slightly 
exceeds the precision of CNN on the training data 
(99.36%). This is a significant finding that demonstrates 
the RF model's reliability in minimizing false positives, or 
errors in identifying everyday transactions as fraudulent, 
even on previously unseen data. On the other hand, its 
main weakness lies in recall (92.89%), meaning that this 
model still misses about 7% of total fraud cases. In 
contrast, CNN shows near-perfect recall (99.95%) on the 
training data, indicating that this model successfully 
learned to identify almost all fraud cases in the dataset. 
The AUC value of 1.00 on CNN confirms its ability to 
achieve perfect class separation on the training data. In 
contrast, the AUC value of 0.96 on RF shows excellent and 
more realistic discriminatory power in the real world. 
From a business perspective, these evaluation results 
provide two distinct strategic guidelines. The Random 
Forest model is ready for immediate implementation with 
measurable and reliable performance expectations. With 
99.45% precision, businesses can minimize disruption to 
legitimate customers, thereby maintaining customer 
satisfaction and trust. A recall of 92.89% provides a solid 
and measurable level of financial protection. On the other 
hand, the CNN model has the potential for higher 
performance, but this has not been proven yet. The near-
perfect results on the training data show that this 
architecture has the potential to surpass RF if its 
generalization ability proves to be equally good. The next 
step for businesses is to evaluate CNN on the same test 
data. If CNN can maintain a very high recall without 
significantly compromising accuracy, this model has the 
potential to prevent greater financial losses. However, 
implementing a model based solely on performance on 
training data is risky and not recommended. Therefore, RF 
provides a reliable and safe solution at present, while CNN 
offers the opportunity for future excellence after further 
validation. 

4.2. Discussion 

The comparative analysis of Random Forest (RF) and 1D 
Convolutional Neural Network (CNN) models highlights 
their complementary strengths in handling imbalanced 
credit card fraud detection. Temporal analysis revealed 
distinct behavioral differences—legitimate transactions 
follow a bimodal daily cycle, while fraudulent ones are 
temporally uniform—confirming prior findings that 
temporal dynamics are crucial predictive factors in fraud 
modeling [16], [20]. This supports retaining the Time 
feature and using architectures capable of detecting 
sequential anomalies, such as 1D CNNs [20], [21]. 
Methodologically, RF demonstrated strong generalization 
on unseen data with 96.18% accuracy, 99.45% precision, 
and 96.06% F1-score, consistent with studies showing its 
robustness, interpretability, and precision under severe 
class imbalance [16], [17], [18]. However, its lower recall 
(92.89%) reflects the typical trade-off between precision 
and sensitivity observed in ensemble-based models [19], 
[23]. CNN, on the other hand, achieved near-perfect 
results on training data (accuracy 99.65%, recall 99.95%, 
AUC 1.00), validating its capacity to capture non-linear 
and temporal dependencies [20], [21]. Despite excellent 
learning performance, CNN’s generalization still requires 
external validation, as its slightly lower precision 
(99.36%) may indicate a higher tendency towards false 
positives. 
In comparison with existing research, RF remains 
superior for high-precision, low-risk deployment, while 
CNN offers potential for enhanced fraud coverage. This 
complementarity aligns with recent trends in hybrid 
models (e.g., GAN-RF, AE-RF), which integrate ensemble 
interpretability with deep learning’s representational 
strength [22], [23], [24]. Overall, RF provides a reliable 
and interpretable baseline for current applications. At the 
same time, CNN and hybrid frameworks represent 
promising directions for future fraud detection systems 
that demand both high precision and comprehensive 
detection sensitivity. 

5. CONCLUSIONS 

This study successfully developed and evaluated a 
systematic machine learning pipeline for credit card fraud 
detection under severe class imbalance conditions by 
comparing Random Forest (RF) and 1D Convolutional 
Neural Network (CNN) models. The findings indicate that 
both models exhibit strong performance, yet they excel in 
distinct aspects that reflect complementary strengths. The 
Random Forest model achieved excellent generalization on 
unseen test data, recording a 99.45% precision and a 
96.06% F1-score, confirming its reliability and robustness 
in minimizing false positives while maintaining 
interpretability—key requirements in real-world financial 
applications. Conversely, the CNN model demonstrated 
near-perfect recall (99.95%) and accuracy (99.65%) on the 
training data, underscoring its superior capacity to learn 
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complex temporal dependencies and identify almost all 
fraudulent patterns. 
The results reaffirm that Random Forest remains a 
dependable baseline for immediate operational 
deployment, offering stable and interpretable performance 
with minimal business risk. Meanwhile, the CNN 
architecture, although not yet externally validated, holds 
substantial potential for future enhancement of fraud 
detection systems, particularly in scenarios requiring 
heightened sensitivity to temporal and sequential patterns. 
The integration of the Time feature proved essential, as its 
temporal dynamics significantly contributed to 
differentiating fraudulent from legitimate transactions. 
Overall, this research presents a reproducible framework 
that combines resampling, ensemble learning, and deep 
architectures to address imbalance, interpretability, and 
detection sensitivity simultaneously. The study’s insights 
suggest that hybrid approaches—merging the precision of 
Random Forest with the representational power of CNN—
represent a promising pathway for future development. 
Such integration could enable the creation of fraud 
detection systems that are both highly precise and 
sensitive, supporting sustainable, data-driven financial 
security solutions in increasingly complex and dynamic 
transaction environments. 
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